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1. Aim 

Advancing human-machine communication, where agent proactively take lead into 

conversation, and adapt to subject evolving emotional state/response 

 

2. Background 

As robots become more autonomous and increasingly integrated into human lives, it is 

essential to establish effective communication between humans and machines for 

personalized, efficient interaction or to achieve common goals, in the case of multi-agent 

systems. 

Human-Machine Communication (HMC) research, therefore, must provide solutions to how 

machines can understand and interpret human communication, speech, gestures, expression, 

and body languages, and thereby respond in a human-like manner. Recently, there has been a 

great interest among researchers to improve HMC, and many aspects of HMC have been 

explored, paving the way for future research. 

In the case of a single machine in interaction, HMC is classified into two types: proactive 

conversation, and knowledge grounded conversation. Proactive conversation endows the 

system to lead conversation, and it is helpful in task-oriented systems such as booking a table 

in a restaurant. Knowledge grounded conversation, on the other hand, requires 

communication to be extracted from the structured or unstructured knowledge graph in the 

system at each time step, to have informative exchange between human and machine (Wu et 

al., 2019). 

In cases of multi-agent systems, communication is classified into discrete and continuous 

communication. In continuous, agents communicate via a connecting vector which gives each 

agent asses into another’s internal state, whereas in discrete communication it is inaccessible 

(Lazaridou and Baroni, 2020). They also surveyed degrees to measure effective 

communication on positive signalling (consists of context independence and speaker 

consistency), and positive listening (consists of instantaneous coordination, and casual 

influence of communication). Other ways are topographic similarity and compositionality 

(Lazaridou and Baroni, 2020). 

For single machine-human interaction, many datasets have been proposed to train newer 

HMC methods. For proactive conversation, a proposed Action-Based Conversation Dataset 

(ABCD) of 10K human-to-human interaction with 55 user intent, is showing impressive 



results for an in-depth task-oriented dialogue system. (Chen et al., 2021). It discussed two 

new dialogue tasks, Action State Tracking (AST) to adjudge customer intent, and Cascading 

Dialogue State (CDS) giving agent to respond with additional options and success to be 

measured over the entire sequence of communication. For AST, BERT is used for context 

input, and eventually TRADE (Wu et al. 2019) architecture is used to get prediction, and then 

CDS again uses an intuitive method of using BERT followed by recent proposed ranker 

design (Guu et al. 2020). 

Similarly, DuConv dataset is proposed with 30K dialogues (Wu et al., 2019). This dataset has 

four steps i.e., knowledge crawling, knowledge graph construction, conversation goal 

assignment and conversation crowdsourcing. Afterwards, researchers have proposed two 

methods, retrieval-based method and generation-based method to store knowledge and select 

appropriate response as per user inputs. Both methods are intuitive development on the 

Transformer-based method. 

In addition to aforesaid transformer-based recently developed methods, researchers have also 

shown great progress with Deep Reinforcement Learning (DRL) in HMC. (Chen et al., 2018) 

proposed multi-agent dialogue policy (MADP) uses S-Agent and G-Agent to reach faster 

policy learning for dialogue exchange, which can be learnt through any DRL algorithm. S-

Agent in MADP follows continuous and discrete communication as discussed earlier with 

shared and private parameters, respectively. We also have AgentGraph methods proposed by 

the same group of researchers which combines Graph Neural Network, with DRL methods to 

further improve on faster convergence (Chen et al., 2019). 

Furthermore, we again have research into gesture and speech recognition in HMC. (Mazhar 

et al., 2019) created their own dataset openSign and using YOLO-2 with Inception V3 as 

reference network, later detected with 98% accuracy on hand-gesture detection in real-time. 

Similarly, (Gao et al., 2020) used SSD with ResNet-101 as a reference network to robust real-

time hand gesture detection in futuristic space human-robot interaction scenarios. Next, we 

have research discussing Dialogue Affective (DA) where machines could recognise human 

emotion at the end of their speech, and if emotion prediction is high, machine gets to respond 

correspondingly (Li et al., 2023). In this paper, researchers have also proposed a laughter 

prediction where machines with Bi-Direction GRU could detect laughter probability to 

affective dialogue with users. 

These developments in HMC are inspiration for many new researchers to start exploring 

ahead on these methods intuitively to develop more and more affective and proactive human 

machine interaction methods at the earliest, considering all the ethical issues that can get into 

such research work such as in the collection of larger datasets. 

 

3. Methodology 

First of all, an absolute thorough literature review is needed to build complete knowledge on 

Human-machine interaction.  

Afterwards, a development of more comprehensive dataset can be a good start, especially for 

proactive HMC. Many new methods can also be worked upon to further improve on 

Transformers or BERT based dialogue generation from the decoder side of our HMC model. 

In cases of emotion recognition of human, we still need research to recognize more emotion 



and effectively such as frustration, sadness, excitement, confusion from the text, and 

wishfully from the facial expression recognition using faster SSD detection models, for 

instance. We again would need to develop a dataset for such tasks. This dataset and model 

framework must also be standard to get integrated into physical human robot interaction 

library, OpenPHRI.  

I am personally excited to see DRL methods being incorporated into these research, and more 

evolved DRL methods such as Trust Region Policy Optimization (TRPO), PPO, etc can be 

evaluated as well for their effectiveness in dialogue exchange between human and robots, 

especially in the cases of multi-agent systems, and proactive communication. Similarly, 

Graph Neural Network and its variants are going to play an instrumental role in further 

development of knowledge grounded conversation. 

Furthermore, we have a few researchers using contrastive learning into HMC for facial 

expression recognition and faster hand-gestures recognition. Contrastive Learning with 

framework SimCLR is the most promising of self-supervised learning and is an ingenious 

method in AI when we need our models to learn labels. Adopting contrastive learning can be 

absolutely effective to learn multiple facial expression, especially when some portion of face 

remain hidden. Thus, providing clearer understanding of user’s emotional state and decide 

agents’ response thereafter.  

However, with more extensive literature, many new ideas can germinate to further explore 

into AI methods for improved HMC, while simultaneously developing deeper understanding 

of other proposed methods that, perhaps, can be intuitively tweaked as well to improve HMC. 

Lastly, strong background in mathematics will be crucial to develop any newer method. 
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