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Aim 

 
To develop novel techniques and methodologies to improve reasoning abilities of large 

language models. 

 

Background 

 
It has been established that scaling Large Language Models (LLMs) can help emerge new 

abilities in LLMs that are not present in the smaller LLMs (Wei et al., 2022a). However, the 

ideal situation is to not build an even-larger language model, but a LLM with reasoning 

ability to dissect and solve complex reasoning tasks. 

 

To take advantage of LLMs strength, few-shot prompting is now a standard approach. In few-

shot, a set of k (less than 10) examples of input-output are concatenated in a prompt, with a test 

instance for improved response generation. Leveraging this, (Wei et al., 2022b) proposed 

Chain-of-Thought (CoT) method to solve complex reasoning tasks with LLMs. In CoT, 

additional “thoughts” or Chain of thought is passed alongside input-output exemplars to 

generate text describing the reasoning process and the final answer to a given query. CoT 

improves LLMs reasoning abilities with arithmetic, commonsense, and symbolic reasoning 

tasks. 

 

CoT, in addition, when with a combined self-consistency decoding method performs with 

further improvement on reasoning abilities. In this method, it takes a majority vote over all 

generated answers to get the most consistent answer for the final answer (Wang et al., 2022). 

However, among CoT based methods, Faithful CoT, performs best. Faithful CoT is a two-

stage reasoning method, In the first stage of Translation, the problem is translated into a 

reasoning chain with interleaving Natural Language (NL) and symbolic Language (SL) 

component, NL decomposes it further into subproblems, and SL handles each problem 

separately. In the second stage of Problem solving, a deterministic solver is used to reach the 

final solution (Lyu et al., 2023). Faithful CoT performs even better than Least-to-Most 

prompting, discussed below. 

 

CoT, however, performs poorly when presented problems to LLMs are harder than the given 

exemplars. Least-to-Most (LtM) prompting method is proposed to resolve this generalization 

problem. In LtM, each problem is subdivided into a list of subproblems, and then solved 

sequentially where the answer of the previous problem is appended into the prompt of the 

next sub-problem. (Zhou et al., 2022)  

 

Another proposed method to resolve CoT inefficient generalization is Program of Thoughts 

(PoT).  (Chen et al., 2022) proposed PoT prompting to delegate computations steps to an 



external Python interpreter. This procedure significantly reduces lines of code necessary and 

can still perform better than CoT under both - few-shot prompting and zero-shot prompting 

(where no additional exemplar is provided in the prompt). Similar to PoT, we have a 

Program-aided Language (PAL) model that uses the Python interpreter as an intermediate 

reasoning step. PAL is somewhat congruent with Faithful CoT. (Gao et al., 2023) proposed 

PAL as a one stage method where each problem is composed of interleaved NL and 

Programming Language (PL) statements. 

 

For further enhancement in reasoning with LLMs, a vision component is also taken into 

account in a proposed method of Multimodal Chain-of-Thought. It is another two-stage 

method. In the first stage of rationale generation, vision and language input gets concatenated 

to generate rationale, which again in the second stage get concatenated with original language 

input to provide the final answer (Zhang et al., 2023). 

 

General perception about improving LLM models’ accuracy is based on three factors: amount 

of computation, number of model parameters, and training dataset size. However, aforesaid 

methods provide brilliant examples to any aspiring researcher for intuitive thinking that can 

bolster reasoning ability without continuously ever-increasing size of LLMs. 

 

Methodology 
 

First of all, a more thorough literature review will be essential to get a complete grasp on 

each and every proposed method for solving linguistic complexity with LLM reasoning.  

 

Then, it has been established that when the model scale is less than 100B, CoT prompting can 

even be detrimental (Qiao et al., 2022). Therefore, future experiments to grow advanced 

reasoning abilities must be conducted on larger-scale models. 

 

In cases of live interaction with autonomous agents, incorporating a vision component should 

boost reasoning abilities with fewer prompts. In this scenario, incorporating self-supervised 

learning methods such as SimCLR can be beneficial to learn labels on object-in-sight that are 

even partially hidden or distorted. 

 

Another method that can be tried is to approach the problem of CoT generalization with a 

probabilistic approach. With fewer prompts, this approach can provide an uncertainty 

measure of reasoning paths. Afterwards, one with maximum likelihood can be then passed 

onto the Python interpreter to reach the final answer. 

 

When it comes to benchmarking datasets, we already have multiple datasets in each section 

of reasoning – arithmetic reasoning, symbolic reasoning, commonsense reasoning, logical 

reasoning, and multimodal reasoning, with highest in arithmetic reasoning – almost 20.  

 

We, perhaps, first need to identify 2-3 most suitable ones in each subsection of reasoning, for 

instance Big Bench Hard (Suzgun et al., 2022) in arithmetic reasoning and StrategyQA (Geva 

et al., 2021) in commonsense reasoning. Then, conducting a comparative study of existing 

methods so far on these benchmark datasets would be key to understanding the model’s 

reasoning ability. It can further provide information on the strategies that should work ahead, 

and those that can be irrelevant in future studies. In addition, a few more complex 

benchmarking dataset can be created to further test LLMs’ reasoning ability. For instance, in 

the multimodal reasoning section with distorted /blurred / incomplete images. 
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